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Outline

• Introduction to microarray technology
• Methods for Identify Differentially Expressed 

Genes
– Signal-to-noise Ratio (SNR) (Golub et al 1999)
– T-test
– False Discovery Rate (FDR)
– Significance Analysis of Microarrays (SAM) 

(Tusher et al 2001)
– Methods Comparisons



Types of Microarray 

• Two-channel microarrays
– Pre-synthesised cDNA arrays 

(Glass/Nylon/Plastic slides)
– DIY

• Single channel microarrays
– In situ synthesised oligonucleotide arrays 

(Chips)



cDNA microarray schema 

From Duggan et al. Nature Genetics 21, 10 – 14 (1999)



cDNA microarray of the Yeast genome

Yeast genome microarray. 
The actual size of the 
microarray is 18 mm by 
18 mm. (DeRisi, Iyer & 
Brown, Science, 268: 680-
687, 1997)



GeneChip® Affymatrix



GeneChip® Single Feature

Image courtesy of Affymetrix.



GeneChip® Hybridization

Image courtesy of Affymetrix. 



Hybridized GeneChip® Microarray

Image courtesy of Affymetrix



Spotting the arrays
RED = Present (P) = highly expressed, detected by the detector
YELLOW = Marginal (M) = expressed, “not sure” for the detector
GREEN = Absent (A) = maybe expressed, not detected by the detector



Gene Expression Profile 
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Gene expression data analysis

(Ramaswamy and Golub 2002) 

Clustering (last week) This week



Classification (Supervised Learning)

• Input: List of gene expressions and 
samples with known phenotypes (e.g. 
cancer vs. normal)

• Goal: Find gene markers (features) that 
distinguish one class from another class 
(e.g. cancer vs. normal).

• Selected gene markers will be used in the 
model for predicting new and unseen 
samples.



How to Identify Differentially Expressed 
Genes? (2-class problem)

Expression distribution of Gene i

Cancer
Normal

x y

SSx SSy



Signal-to-Noise Ratio (SNR) 
(Golub et al 1999)

For every gene i

SNR = x − y
(SSx + SSy )

Positive SNR = correlates with Class x (e.g. AML)
Negative SNR = correlates with Class y (e.g. ALL)

x y



T-test

t = x − y
1
nx
+ 1

ny( )
nx + ny − 2( )

SSx + SSy( )

nx = number of samples in x (e.g. Cancer)
ny = number of samples in y (e.g. Normal)
x = mean gene expression of x samples
y = mean gene expression of y samples
SSx = standard deviation of gene expression in x samples
SSy = standard deviation of gene expression y samples

For	gene	i,	compute	t-score



Example

Cell	(2012).	148,	639–650

Druggable list



Is t-test an appropriate approach?

Cell	(2012).	148,	639–650

687 + 832 = 1519 DEG
Assume 23,000 genes in human genome

1519/23000 = 0.066 (~6.6 % of the genes are differentially expressed, more than 
5%,  p= 0.05)

Is it by chance? False positive? False Discovery? How to control it?



False Discovery Rate (FDR)

• FDR control is a statistical method used in 
multiple hypothesis testing to correct for 
multiple comparisons. 

• FDR procedures are designed to control the 
expected proportion of incorrectly rejected 
null hypotheses (“false discoveries”).

• Less stringent than family wise error rate 
(FWER) procedures (such as the Bonferroni
correction). 



Remember the 2x2 Contingency Table?

Test Result

Positive Negative

Actual
Positive True Positive False Positive

(Type I Error)
Negative False Negative

(Type II Error)
True Negative



FDR

Test Result Total

Positive Negative

Actual
Positive U

(True Positive)
V 

(False Positive)
(Type I Error)

m0

Negative T 
(False Negative)

(Type II Error)

R 
(True Negative)

m – m0

Total m – R R m

• Instead of controlling type I error (false positive), FDR controls the 
expected proportion of false positives.

• FDR definition:
- R is observable random variable.
- V is non-observable random variable.
- FDR is the expectation of random variable V/R

FDR = E(V/R)



Significance Analysis of Microarrays 
(SAM)

• “assigns a score to each gene on the basis of change in gene 
expression relative to the standard deviation of repeated 
measurements.”

• SAM uses permutations of repeated measurements to estimate the 
False Discovery Rate

• Paper available online: http://www-
stat.stanford.edu/~tibs/SAM/pnassam.pdf

• Today’s practical and assignment



Overview of SAM

• Calculate “relative difference” – a value that 
incorporates the change in expression between 
conditions and the variation of measurements in 
each condition

• Calculate “expected relative difference” –
derived from controls generated by permutations 
of data 

• Plot against each other, set cutoff to identify 
deviating genes

• Calculate FDR for chosen cutoff from the control 
permutations

(Adapted from OHRI Bioinformatics Slides 2006)



Relative Difference

d(i) = xI (i)− xU (i)
s(i)+ s0

For gene i

(Adapted from OHRI Bioinformatics Slides 2006)



Relative Difference

d(i) = xI (i)− xU (i)
s(i)+ s0
Mean	expression	of	gene	i in	
condition	I	or	U	(e.g.	Cancer	vs
Normal)	

€ 

x I (i),x U (i)

For gene i

(Adapted from OHRI Bioinformatics Slides 2006)



Relative Difference

d(i) = xI (i)− xU (i)
s(i)+ s0

€ 

s(i) Gene-specific	scatter

For gene i

(Adapted from OHRI Bioinformatics Slides 2006)



Relative Difference

d(i) = xI (i)− xU (i)
s(i)+ s0

€ 

s0
Small	positive	constant	
calculated	to	minimize	
coefficient	of	variation.

For gene i

(Adapted from OHRI Bioinformatics Slides 2006)



T-test						vs.											SAM
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• Plotting d(i) vs s(i)

• Comparing 4 shaded vs 4 non-shaded 
samples

• A: Relative differences between irradiated 
and unirradiated states

• B: Relative differences between cell lines
• C: Relative differences between 

hybridizations (technical replicates)
• D: Relative differences between ‘balanced’

permutation (Extra control)

Relative difference vs. Gene scatter

(Adapted from OHRI Bioinformatics Slides 2006)



SAM creates controls via permutation

• Consider permutations of the samples used.
• Calculate dp(i) for each permutation p
• Average all dp(i) to get ‘expected relative 

difference’: dE(i)

(Adapted from OHRI Bioinformatics Slides 2006)



Finding significant genes

• Plot d(i) vs dE(i)
• Identify genes which 

deviate from d(i)=dE(i) by 
more than a threshold, D

• These do not necessarily 
have the largest change in 
expression.

• Can optimize D with 
estimate of false positive 
rate

Δ is the 
threshold 
(dash lines)

(Adapted from OHRI Bioinformatics Slides 2006)



False Discovery Rate

• Take observed d(i)
values for upper and 
lower cutoffs

• Find the mean number 
of genes exceeding 
these cutoffs in the 
permuted data - this 
gives an estimate for 
FDR

(Adapted from OHRI Bioinformatics Slides 2006)



SAM Output

• List of significantly 
changing genes
– Fold changes may be 

asymmetric
• Estimated false positive 

rate for the list

Up-regulated 
genes

Down-regulated 
genes

(Adapted from OHRI Bioinformatics Slides 2006)



Which method is better?

[33 citations]



Methods
• Welch t-test
• ANOVA
• Wilcoxon’s test
• SAM (Tusher et al 2001) – Significance Analysis of Microarrays 

(www-stat.stanford.edu/~tibs/SAM/) [8954 citations]
• RVM (Wright & Simon, 2003) – Random Variance Model [BRB-

ArrayToolshttp://linus.nci.nih.gov/BRB-ArrayTools.html).] [393 
citations]

• Limma (Smyth 2005) – Linear Models for Microarray Data (available 
as limma package in R/Bioconductor) [1883 citations]

• VarMixt (Delmar, Robin, Daudin 2004) – Variance Mixture model 
(formerly available as varmixt package in R/Bioconductor) [89 
citations]

• SMVar (Jaffrézic et al 2007) – Structural Mixed Model for 
Variance(available as SMVar package in R/Bioconductor) [28 
citations]



Data Sets and Testing Methods

Testing Methods:

1. Gene selection – compare the 
common genes (p < 0.05)

2. Simulation – test for False 
Discovery Rate (FDR)

3. Spike-in data – test for true fold-
change and FDR

4. Re-sampling – test for small 
samples



Gene List Analysis



False Positive Rate



Summary



Biology trumps statistics - Example

Cell (2012). 148, 639–650

A lot of experiments
(validation) 



Take home message

• Consider FDR in selecting differentially 
expressed genes

• Compare with multiple methods
• Overlapping genes identified from different 

methods enhance the real signals
• Biology trumps statistics – if you can 

validate the genes


