
Data Mining and Analytics II

Aik Choon Tan, Ph.D.
Associate Professor of Bioinformatics

Division of Medical Oncology
Department of Medicine

aikchoon.tan@ucdenver.edu
9/21/2018

http://tanlab.ucdenver.edu/labHomePage/teaching/BSBT6111/



Outline

• Introduction
• (Selected) Machine Learning Approaches

– Deep learning - AlphaGo
– Naïve Bayes
– Recommendation System
– Ensemble Approach
– Clustering

• Feature Selection
• Model evaluation



Deep Learning

Deep learning (also known as deep 
structured learning, hierarchical learning or 
deep machine learning) is a branch of 
machine learning based on a set of 
algorithms that attempt to model high-level 
abstractions in data by using a deep graph 
with multiple processing layers, composed of 
multiple linear and non-linear 
transformations.

(From Wikipedia)



An illustration
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Deep = more “nodes” and “hidden” layers



TensorFlow

https://www.tensorflow.org/



Example

http://playground.tensorflow.org/

https://www.youtube.com/watch?v=lv0o9L
w3nz0

https://www.ted.com/talks/fei_fei_li_how_w
e_re_teaching_computers_to_understand
_pictures?language=en#t-118437



AlphaGO-
A little bit more on Deep Learning

• AlphaGO – general purpose AI 

https://www.youtube.com/watch?v=SU
bqykXVx0A



AlphaGO-
A little bit more on Deep Learning

https://www.youtube.com/watch
?v=TnUYcTuZJpM



Deep Learning in Medicine



Deep Learning in Medicine



Deep Learning in Medicine

http://cs.stanford.edu/people/esteva/nature/



Deep Learning in Medicine

https://www.youtube.com/watch?time_continue=1&v=kClvKNl0Wfc



Deep Learning in Medicine



Bayes Theorem
In machine learning we are interested to determine the best hypothesis h(x) from space 
H, based on the observed training data x.

Best hypothesis = most probable hypothesis, given the data x with any initial knowledge 
about the prior probabilities of the various hypothesis in H.

Bayes theorem provides a way to calculate 
(i) the probability of a hypothesis based on its prior probability Pr(h(x))
(ii) the probabilities of the observing various data given the hypothesis Pr(x|h)
(iii) the probabilities of the observed data Pr(x)

We can calculate the posterior probability h(x) given the observed data x, Pr(h(x)|x) 
using Bayes theorem.
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Training Data

Day outlook temperature humidity windy play
1 sunny hot high FALSE no
2 sunny hot high TRUE no
3 overcast hot high FALSE yes
4 rainy mild high FALSE yes
5 rainy cool normal FALSE yes
6 rainy cool normal TRUE no
7 overcast cool normal TRUE yes
8 sunny mild high FALSE no
9 sunny cool normal FALSE yes
10 rainy mild normal FALSE yes
11 sunny mild normal TRUE yes
12 overcast mild high TRUE yes
13 overcast hot normal FALSE yes
14 rainy mild high TRUE no

Independent condition attributes
Decision attributes
(dependent)

Today sunny cool high TRUE ?



Naïve Bayes 
(John & Langley, 1995)

Play

outlook
temperature windy

humidity

To use all attributes and allow them to make contributions to 
the decision that are equally important and independent of 
one another, given the class.



Naïve Bayes Classifier
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Where vNB denotes the target value output by the naïve Bayes classifer, Pr(vj) 
is the probability of target value vj occurs in the training data,Pr(ai|vj) is the 
conditionally independant probability of ai given target value vj.   

Summary:
•The naïve Bayes learning method involves a learning step in which the various 
Pr(vj) and Pr(ai|vj) terms are estimated, based on their frequencies over the 
training data.
•The set of these estimates corresponds to the learned hypothesis h(x).
•This hypothesis is then used to classify each new instance by applying the 
above rule.
•There is no explicit search through the space of possible hypothesis, instead 
the hypothesis is formed simply by counting the frequency of various data 
combinations within the training examples.



Naïve Bayes example

Pr(Play = yes) = 9/14 = 0.64
Pr(Play = no) = 5/14 = 0.36

Pr(Outlook=sunny|Play = yes) = 2/9 = 
0.22
Pr(Outlook=sunny|Play=no) = 3/5 = 0.60

Pr(Temperature = cool|Play = yes) =3/9 = 
0.33
Pr(Temperature =cool|Play =no) =1/5 = 
0.20

Pr(Humidity = high|Play = yes) = 3/9 
=0.33
Pr(Humidity = high|Play = no) = 4/5 =0.80

Pr(Wind = TRUE|Play = yes) = 3/9 = 0.33
Pr(Wind = TRUE|Play = no) = 3/5 = 0.60

Today sunny cool high TRUE ?

Pr(yes)Pr(sunny|yes)Pr(cool|yes)
Pr(high|yes)Pr(TRUE|yes)=
0.64*0.22*0.33*0.33*0.33 = 
0.0051

Pr(no)Pr(sunny|no)Pr(cool|no)
Pr(high|no)Pr(TRUE|no)=
0.36*0.60*0.20*0.80*0.60 = 
0.0207

Play = NO

Probability = 0.0207/(0.0207+0.0051)
=0.80 (80%)



Example: Netflix Recommendation System
https://www.youtube.com/watch?v=ImpV70uLxyw



Ensemble Approach
• “No Free Lunch Theory”
• Rationale – the combination of learning models 

increases the classification accuracy
• Idea – generate different learners (classifiers) from the 

training features that capture different “space”, combine 
these learners will provide a better classification

• Some approaches:
• Boosting – combination of a set of “weak learners” to 

create a single “strong learner” – reducing bias and 
variance

• AdaBoost
• Bootstrap aggreating (Bagging) – to average noisy 

and unbiased models to create a model with low 
variance 

• Random Forest – large collection of decision trees 
generated with different features



Relative Expression Reversal Classifiers

• Pairwise rank-based comparisons (relative expression values within each array)
• Generates accurate and simple decision rules

– TSP classifier: Top Scoring Pair
– k-TSP classifier: k-disjoint Top Scoring Pairs

• Data driven, parameter-free learning algorithm
• Performance comparable to or exceeds that of other machine learning methods
• Easy to interpret, facilitating follow-up study (small number of genes)



k-TSP Algorithm



Basic concept of the Relative Expression Reversal algorithm
N	samples

Cancer Normal

Pre-set number of k (k_max)

For each gene pair (i,j)ÌP, (i¹j):
Compute:
Prob (i>j | Cancer)
Prob (i>j | Normal)

Calculate a score:
Scoreij =
|Prob(i>j|Cancer) - Prob(i>j|Normal)|

Note: Scoreij = 1.0 is the highest score and 
it means in all the cancer cases,i>j; 
however, this gene expression pattern 
reversed in all the normal cases.

Sort the list of Scoreij in descending order.

Pick the top pair as the top scoring pair 
(TSP). Second top pair as the second top 
scoring pair (k=2), etc. 

Break ties with the maximum difference in 
signal intensity values between gene pair.

Repeat with LOOCV to find optimal k (k with 
lowest LOOCV error rate).

i

j

Goal: Find gene signature that can discriminate 
between cancer and normal samples



IF SPTAN1 ³ CD33* THENALL; ELSEAML D = 0.9787
IF HA-1 ³ ZYX* THENALL; ELSEAML D = 0.9787
IF TCF3* > APLP2 THENALL; ELSEAML D = 0.9574
IFATP2A3* ³ CST3* THENALL; ELSEAML D = 0.9387
IF DGKD > MGST1 THENALL; ELSEAML D = 0.9387
IF CCND3* ³ NPC2 THENALL; ELSEAML D = 0.9387
IF TOP2B* > PLCB2 THENALL; ELSEAML D = 0.9387
IFMacmarcks ³ CTSD* THENALL; ELSEAML D = 0.9362
IF PSMB8 ³ DF* THENALL; ELSEAMLD = 0.9200

IF SPTAN1 ³ CD33* THENALL; ELSEAML D = 0.9787

ALL AML(a) TSP (k = 1) 

(b) k-TSP (k = 9)

Normalized Expression
Low High

* Genes previously identified by Golub et al (1999)

(Tan et al., 2005, Bioinformatics, 21:3896-3904)



Method Leukemia CNS DLBCL Colon Prostate1 Prostate2 Prostate3 Lung GCM Average 
TSP 93.80 77.90 98.10 91.10 95.10 67.60 97.00 98.30 75.40 88.26 
k-TSP 95.83 97.10 97.40 90.30 91.18 75.00 97.00 98.90 85.40 92.01 
DT 73.61 67.65 80.52 80.65 87.25 64.77 84.85 96.13 77.86 79.25 
NB 100.00 82.35 80.52 58.06 62.75 73.86 90.91 97.79 84.29 81.17 
k-NN 84.72 76.47 84.42 74.19 76.47 69.32 87.88 98.34 82.86 81.63 
SVM 98.61 82.35 97.40 82.26 91.18 76.14 100.00 99.45 93.21 91.18 
PAM 97.22 82.35 85.71 85.48 91.18 79.55 100.00 99.45 79.29 88.91 

 

Results

Method Leukemia CNS DLBCL Colon Prostate1 Prostate2 Prostate3 Lung GCM 
TSP 2 2 2 2 2 2 2 2 2 
k-TSP 18 10 2 2 2 18 2 10 10 
DT 2 2 3 3 4 4 1 3 14 
PAM 2296 4 17 15 47 13 701 9 47 

 

(Tan et al., 2005, Bioinformatics, 21:3896-3904)

(LOOCV Binary Class Problems)

Number of Informative Genes



Normalized Expression
low high

ALL

h1

{AML, MLL}

h2

MLL AML

IFWFS1* ³ MEIS1 THENALL; ELSE {AML,MLL}
IF DNTT* ³ LGALS1* THENALL; ELSE {AML,MLL}
IFMYLK* > LGALS1* THENALL; ELSE {AML,MLL}

IF SCRN1 ³ HIST2H4 THENAML; ELSEMLL
IFANPEP* ³ P29 THENAML; ELSEMLL
IF CHRNA7 > TLR1 THENAML; ELSEMLL
IFATF5 > NFYC THENAML; ELSEMLL
IF C6orf106 ³ MEF2C THENAML; ELSEMLL
IF PHGDH ³ CTGF THENAML; ELSEMLL
IF STAT4 ³ MEIS1 THENAML; ELSEMLL
IFAMELX ³ PQBP1 THENAML; ELSEMLL
IF DVL1 > ZNF148 THENAML; ELSEMLL

h2

h1



Method Leuk1 Lung1 Leuk2 SRBCT Breast Lung2 DLBCL Leuk3 Cancers GCM Average 
HC-TSP  97.06 71.88 80.00 95.00 66.67 83.58 83.33 77.68 74.32 52.17 78.17 
HC-k-TSP  97.06 78.13 100 100 66.67 94.03 83.33 82.14 82.43 67.39 85.12 
DT 85.29 78.13 80.00 75.00 73.33 88.06 86.67 75.89 68.92 52.17 76.35 
NB 85.29 81.25 100 60.00 66.67 88.06 86.67 32.14 79.73 52.17 73.20 
k-NN 67.65 75.00 86.67 30.00 63.33 88.06 93.33 75.89 64.86 34.78 67.96 
1-vs-1-SVM  79.41 87.50 100 100 83.33 97.01 100 84.82 83.78 65.22 88.11 
PAM 97.06 78.13 93.33 95.00 93.33 100 90.00 93.75 87.84 56.52 88.50 

 

Results
(Test Accuracy for Multi-Class Problems)

Number of Informative Genes
Method Leuk1 Lung1 Leuk2 SRBCT Breast Lung2 DLBCL Leuk3 Cancers GCM 

HC-TSP 4 4 4 6 8 8 10 12 20 26 
HC-k-TSP 36 20 24 30 24 28 46 64 128 134 
DT 2 4 2 3 4 5 5 16 10 18 
PAM 44 13 62 285 4822 614 3949 3338 2008 1253 

 
(Tan et al., 2005, Bioinformatics, 21:3896-3904)



Feedback from k-TSP user
From Nathan Price <nprice@systemsbiology.org>

Sent Friday, March 10, 2006 1:29 pm

To AIK CHOON TAN <actan@jhu.edu>

Subject ktsp

Aik Choon,

Hi again. :-)

As you know, we are big fans of your KTSP method here at ISB. I have 
used it now in two collaborations of mine, one with MD Anderson and one 
with the Hutch. In one study, KTSP outperformed SVMs etc. 
significantly, and in the other it outperformed SVMs etc. dramatically.
For both data sets, the LOOCV is very small. So, I am to the point 
where this is by far my favorite approach to classification. I think 
the concept of relevant expression reversals is a brilliantly simple 
idea for getting around so many of the vagaries associated with data 
normalization and standardization across populations.

……

All the best,
Nathan
------------------------------
Nathan D. Price, Ph.D.
American Cancer Society Postdoctoral Fellow
Hood Lab
Institute for Systems Biology
1441 N. 34th Street
Seattle, WA 98103
Tel: (206) 732-1452
Fax: (206) 732-1299
http://personal.systemsbiology.net/nprice



Price et al PNAS 2007
IF OBSCN > C9ORF65 (PRUNE2) THEN GIST, ELSE LMS

PNAS (2007) 104: 3414-3419.

PRUNE2



RT-PCR Validation

(Price et al PNAS 2007)

IF OBSCN > C9ORF65 (PRUNE2) THEN GIST, ELSE LMS



Integrative Genomic Classifier for IGF1R/IR TKI (OSI-906) in CRC
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Translational Bioinformatics: Clinical Trials 

PI: Stephen Leong, M.D. 
University of Colorado



Clustering
• A method of grouping together data / samples that 

are similar in some way – based on certain criteria
• Unsupervised learning – no prior knowledge 

about the grouping
• Arranging objects into groups according to certain 

properties (e.g. expressions, mutations etc)
• Group members share certain properties in 

common and it is hoped that the resultant 
classification will provide some insight 

• Useful for data exploration 
• Could be used to assign new samples into 

“clusters” –similarities of the new sample to one of 
the clusters. 



Underlying Concepts

• Clustering depends on
– Similarity determines how closely the objects 

resemble each other. Dissimilarity is the 
inverse of this, and this is related to the 
concept of distance .

– Distance measure (e.g. Euclidian, 
correlation, etc) 

– Definition of distance between clusters (e.g. 
single linkage, average linkage etc)

– Number of clusters (user-defined or 
computationally determined)



Common Clustering Methods
Hierarchical Clustering

K-means Clustering Self-Organizing Map (SOM)

(Adapted from D’haeseleer 2005) 



Hierarchical Clustering
• Step 1: Start every data point in a separate 

cluster.
• Step 2: Find pairs of data that are similar, 

merge into one cluster
• Step 3: Repeat Step 2 until one big cluster 

left

• Hierarchical clustering is a bottom-up or agglomerative method.

• Hierarchical clustering produces a binary tree or dendrogram.

• The final cluster is the root and each data point is a leaf.

• The height of the bars (braches) indicate how close (distance) between 
clusters



Similarity Measures

(Adapted from D’haeseleer 2005) 



Linkage Methods
Method Description
Single Linkage • Minimum of all pairwise distances between 

points in the two clusters.
• Tends to produce long, “loose” clusters.

Complete Linkage • Maximum of all pairwise distances between 
points in the two clusters.

• Tends to produce very tight clusters.
Average Linkage • Average of all pairwise distances between point 

in the two clusters
Centroid Linkage • Each cluster is associated with a mean vector 

which is the mean of all the data points in the 
cluster.

• Distances between two mean vectors.



K-means Clustering
• An iterative method that creates K 

clusters.

Step 1: define number of clusters k
Step 2: initialize cluster centers

– Pick k data points and set cluster 
centers to these points

– Or randomly assign points to 
clusters and take means of 
clusters

Step 3: For each data point, compute the 
cluster center closest to it and assign the 
data point to this cluster
Step 4: Re-compute cluster centers 
Stop when there are no new re-
assignments.



Self-Organizing Maps
• It requires pre-define number of 

clusters centroids and pre-
specify a topology – a 2D grid 
that gives the geometric 
relationships between the 
clusters.

• For each data point, SOM 
algorithm moves the cluster 
centroids to its closest data 
point, but maintaining the 
topology specified by the 2D 
grid.

• At the end of the process, nearby 
data points tend to map to 
nearby cluster centroids.



Comparisons of the Clustering Methods

Hierarchical 
Clustering

K-means Clustering Self-Organizing Map 
(SOM)

• Easy to implement
• Provide intuitive 

results (dendrogram)
• Hard to decide the 

stopping criteria

• Easy to implement
• Need to pre-specify 

number of k clusters
• Unstable – due to 

random assignment 
in different runs

• Complicated and lots 
of parameters for 
“tweaking”

• Defining the topology 
in high-dimensional 
is not obvious

• Need to pre-specify 
number of k clusters



Classifying Microarray Gene Expression data

• Different from other problems because the 
characteristics of microarray data:

• Large p small n problem
– Number of candidate features (p) greatly 

exceeds the number of samples (n) (p>>n)
– Typical data: p > 10,000, n < 100
– Hypothesis space H is very large (any 

combination of p has high possibility to be a 
good classifier)

– Easily overfit the training examples (n)



Gene (Feature Subset ) Selection
All Genes 
(Features)

Feature
Subset 

Selection

(Search 
Algorithms)

Learning 
Algorithm

Optimal genes

Learning 
Algorithm

Feature Subset 
Generation

(Search Algorithms)
Selected 
genes

Evaluation

Optimal 
genes

Feature 
Subset 
Selection

Learning Algorithm
Optimal genes

(a) Filter approach (b) Wrapper approach



Overfitting
Overfitting : A classifier that performs good on the training 
examples but poor on unseen instances.

DT1

Low Training-set error: % errors on training data
High Generalisation error: % errors on unseen data

Train and test on same data ®
good classifier with massive overfitting

To avoid overfitting:
•Pruning the model
•Cross-validation (Computational expensive)
•Simpler model (Occam’s razor)



Comparison between classifiers

• Size (Complex? Simple?)
• Sensitivity, specificity?
• Coverage?
• Compression?
• Receiver Operating Characteristic (ROC) 

Curve



Cross-validation
Data

Training 
Set

Test
Set

ML

Classifier

Performance Evaluation

(9/10) (1/10)

10-Fold



Confusion matrix / Contingency Table

True Positives(TP): xÎX+ and h(x) = TRUE
True Negatives(TN): xÎX- and h(x) = FALSE
False Positives(FP): xÎX- and h(x) = TRUE
False Negatives(FN): xÎX+ and h(x) = FALSE

  Predicted  
  Positive Negative  

Positive TP FN Positive 
Examples 

 
Actual 

Negative FP TN Negative 
Examples 

 



Performance measurements

FNTNFPTP
TNTPAccuracy

+++
+

=
Accuracy

0 £Accuracy  £ 1 

Accuracy Error, e = 1 - Accuracy

NOT the good measurement for evaluating classifier’s performance!!

Class A

Accuracy = 99.5%!!

1000 Training Examples

995 Class A
5 Class B

ML C

IF the classes are unequally represented in the training examples



Prediction Reliability

FPTP
TPPPV
+

=

0 £ PPV  £ 1 

Reliability of Positive Prediction 
(Positive Predicted Value / 
Precision)

Reliability of Negative Prediction 
(Negative Predicted Value)

FNTN
TNNPV
+

=

0 £ NPV  £ 1 



More measurements …
TP-rate (Sensitivity / Recall)

0 £ Sn £ 1 

FNTP
TPSn
+

=

TN-rate (Specificity)

0 £ Sp  £ 1 
FPTN

TNSp
+

=

FP-rate

0 £ FP-rate £ 1 

TNFP
FPrateFP
+

=-

FN-rate

0 £ FN-rate £ 1 

FNTP
FNrateFN
+

=-



Other Statistical Measurements
F – measure (van Rijsbergen)

precisionrecall
precisionrecallmeasureF

+
´´

=-
2 .

2
2

FNFPTP
TP

++
=

Coefficient Correlation

)(*)(*)(*)(
)**(

TPFNFNTNTNFPFPTP
FNFPTNTPcc

++++
-

=

1.0 no FP or FN
0.0 when f is random with respect to S+ and S-
-1.0 only FP and FN

cc-1£cc £1



Receiver Operating Curve (ROC)



Area Under Curve (AUC)

A, AUC = 0.8
B, AUC = 0.757

Which classifier performs better?

Area Under Curve (AUC) as a 
Measure of a classifier’s performance

x1 x2

y1
y2

Area of trapezoid
The area of a trapezoid is simply 
the average height times the width 
of the base.
1. function trap_area(x1;x2; y1; y2)
2. Base = |x1-x2|
3. Heightavg = (y1+y2)/2
4. return Base*Heightavg
5. end function



Take home message

• Machine learning has been widely applied in 
bioinformatics, especially in the classification and 
clustering of high-dimensional data

• Need to understand the “problem” (task) and choose 
the appropriate machine learning technique

• Do compare with different methods
• The ultimate goal is to interpret the data



References


